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ABSTRACT

Internet of Things (loT) consists of heterogenemades which are randomly deployed and are interidesbnse data. It
suffers failure due to large amount of data to based in the sensor network hence, similar dateecield by nodes leads
to redundancy and network lifetime is foreshorfem.enhance network lifetime, dynamic cluster hededcsion algorithm
(DCHSA) is propounded in this work. This algoritbombines both tree and cluster based data aggregditiat classifies
cluster head (CH) into primary cluster head (PCHidasecondary cluster head (SCH) to improve eneffigiency and
network lifetime. Proposed DCHSA consists of twaspbk as cluster setup phase and cluster steadyepfasster set-up
phase corresponds to the cluster head selectioisted formation and tree formation. Cluster stepatigse corresponds to
the data transmission and aggregation. The propaserk provides fault tolerance whenever primarystéu head fails
and secondary cluster head takes over the taskimmbpy cluster head. The data sent from individonatle in the cluster is
collected and aggregated by the cluster head. Furthee based data aggregation scheme is propase#nd the data
from PCH to base station. The results obtainedugiosimulation outperforms with respect to enerffigiency, lifetime

of the network and energy dissipation in comparigith existing works.
KEYWORDS:Clustering, Data Aggregation, Internet of Thing®tiMork Lifetime, Power Consumption
INTRODUCTION

The Internet of Things (loT) is a new paradigm etenogeneous networks which are distributed overdglobe and
exchanges information between them [1]. This presithe more flexibility in various applications whiare used daily
that includes smart home, smart farming, smarttheate, military etc. In 10T, Wireless Sensor Netkgo (WSN) is
responsible for collecting surrounding informatif2]. WSN consists of wirelessly communicating nodelich are
randomly deployed and are intended to sense dagaffers failure due to large amount of data insse network hence,
similar data collected by nodes leads to redundahbgrefore, data aggregation method is an effiaieethod in sensor
networks [3]. Due to less power of nodes redundiath become necessary to reduce energy dissipattienery sensor
node to enhance the overall time period of wiretisgce network. Since nodes waste their poweracgssing redundant

information thus, removing data redundancy hasf@uh solution for improving WSN lifetime [4]. Dataggregation is a
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technique that gathers the data and aggregatedataeto reduce redundancy and in- creases netifetknie. Data
aggregation focus on the issues like redundandgydeccuracy and traffic load. To overcome thesaes some of the data
aggregation strategies such as centralized appraggfegation, in network aggregation, tree basepeggtion, cluster
based aggregation as been used. Different sengohsas temperature sensor, pressure sensor, hyrsafisor etc, in
which data packets are correlated to each otheés][3n these kind of issues, aggregation is dogether and removal of
redundant data to make the data aggregation méiceent [7]. Hence, data aggregation technique nbagce energy

efficiency and lifetime of the network is propoudda this work.

The data is received from different nodes and agges these data using different algorithms suchE#¢CH,
TREEPSI, TAG etc. The sensor readings from varitages are considered as input and aggregateddptaduced as
output. To transmit collected data towards sinkenad efficient shortest path is chosen by the side and an efficient
routing method is required to select optimal routéch is suitable for sending data from sensor niodbase station as
shown in Figure 1. In cluster based scheme, sewgtes are grouped into clusters [8]. Every clustera leader, known as
CH. Every non sensor nodes transmits data towaaptive CH for the process of aggregation [9]. &jdregates and
forwards data towards sink node for further proicgssCluster based WSN has following benefits. Ngking cluster
head to combine data to reduce redundancy, undetita and also minimizes energy dissipitationarfas. (2) Cluster
head will maintain the local route setup of othkister head so that, the routing will be carried more efficiently. (3)
Communication with nodes is done only with the CiHigonserves bandwidth [10]. Tree based schenamagher type
used in data aggregation, which finds a efficieathpand shortens the distance between sensor madsirgk node by
constructing a tree based aggregation. In WSNetkean issue of limited power supply due to whioé CH's will die
quickly [11]. So, this failure will affect the owal lifetime of the network. Hence, to overcomenfrahese limitations
DCHSA is proposed which combines cluster and dgtpegation based on tree which consists of dynatister head
such as PCH and SCH.

Sensor data collected
from sensor node

!

Data aggregation algorithm
(LEACH, TREEPSI)

!

Aggregated Data

!

Sensor Based station

Figure 1: Aggregation of Data in WSN.
*  Contributions of this Work
Various contributions of this work are as follows:
» To optimize the energy consumption.

e Tooptimize network parameters of DCHSA when coragaxith QADA, LEACH, TREEPSI in terms of network
lifetime.

» Failure of PCH effects the overall network lifetins® to overcome SCH will acts PCH for that round.
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Paper is furnished as follows. Section 2, provithesrelated work. Section 3 explains problem statg@ntSection
4 explains system model and protocol phases, Se&i@resents the experimental evaluation and finaéction 6

concludes the paper.
RELATED WORKS

The work has been carried out in proposed LEACHqua. In this approach election of CH and CF iselbased on the
received signal strength (RSS) and threshold Vdl2le Aggregation of the received data from the sensor node is done
by cluster head. Each and every node get a charmet tas CH for a particular time to balance thevoek lifetime. This
approach addresses some issues such as low eegynption and low network lifetime. In this CHesetlon is based on
the random number between 0 and 1, if the numbleissthan a threshold then that node acts as #oCtiat round. A

node with little energy possibly chosen as a CHgtvleads in reduced network lifetime.

H. Rahman et al. [13], proposed QADA protocol. Prsgd protocol is an homogeneous network protodailgiw
is the combination of both tree and cluster bassd dggregation. Based on the distance and enefgymiation CH is
selected by the base station and the logical freeristructed between CH'’s and then CH aggredatedata and forwards
to upper parent node. But this protocol works welhomogeneous network and fault tolerance is notiged in case of
failure of cluster head. In [14], proposed CIDT toaml, in which the DCN selection and cluster healction is based on
the residual energy of sensor nodes, RSS and ctomeane. This protocol shows better performanicant LEACH
protocol. However, it has issue in achieving reegiidata rate.

Liu et al. [15], proposed an Efficient Energy D&al- lection Protocol, where nodes are grouped iimtta-cluster
communication and the tree construction is donevdeh the clusters to make the inter cluster comaatioin. But, this
protocol is not suitable for mobility based WSNigcause this protocol will not establish link whesrenode are in
mobile. Younis and Fahmy[16], proposed HEED protoaterein CH selection is based on the high enefggensor
nodes and the communication cost. CH distributionoss the network is uniform. Data sending from £td’ base station
is of multi- hop communication, which leads in mamergy consumption. But, in this protocol clusterad which is
near to the base station will die faster due toamouting packets, overhead caused due to delayjiraitdd scalability.
Gaurav and Mohamed [17], propounded fault-tolerasiastering approach. In this approach, detectimh r@covery are
carried out in two phases and this makes the n&twomwhich sensors recover from the failed gatewhysnot re-

clustering the system. However, approach fails &intain the data rate, delay and coverage distance.

To reduce the transmission delay while sending tathe sink authors in [18], proposed FFSC prdto€his
protocol is based on the additive and divisibleregation function. But, in this method CH’s dirgctlend the aggregated
data to the base station which leads in more copgamof energy, which decreases the overall nétiéetime. In [19],
proposed tree-based TREEPSI protocol. In thishallchild nodes forwards the data to their paremtisthen it is rooted to
the base station. The tree construction is cawigdy the sink node. But, when a packet is lostrat level, then in that
point the information originating from subtree Isalost. Wendi et al. [20], proposed LEACH-C prabwhere the sink
node initiates an centralized algorithm to selbet d¢luster head. It consist of setup phase andsigaase, setup phase is
based on the distance of the nodes and on endmgyniation CH is selected, During steady phase tlatesmission is done

form CH to the base station. This protocol draimserenergy to receive information and it is notustb
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Stephanie Lindsey et al. [21], proposed PEGASISooa. It is an optimal chain base protocol antiegter than
LEACH protocol. Every node selects its shortestattise node as a neighbor node, ideal beginning thenfartest node
from the base station. In this protocol, the chaad is selected randomly like same as leach pbtResult shows that
PEGASIS perform better when contrasted to LEACHt, Buany node dies in a chain, then network lifei will be
decreased. Kim et al. [22], propounded efficierivdey of contents in mobile nodes scenario. Iars clustering efficient
routing protocol, which comprises of two phasescebn phase and transmission phase. In electiasgylevery cluster
consists of different cluster head and one CCNidsdvill be assigned to every CH and CCN. In traission phase, CH
collects data from non CH and in next round thigdaill be forwarded to the base station throughNQtdes. But, this

method has low scalability rate and requires mone during clustering.
PROBLEM STATEMENT AND OBJECTIVES
To select dynamic cluster head to maximize lifetwhdeterogeneous 10T network with the followingemtives:

* To optimize energy consumption. 2) To increase agtvifetime. 3) To decrease overhead of netwopkTd

reduce transmission of duplicate data.
SYSTEM MODEL
The proposed heterogeneous network is a combinafibee based and cluster based data aggregatiemes.
NETWORK MODEL

Consider a heterogeneous networkNosensor nodes and a base station distributed oeeea In this network model
cluster head consists BICH andSCH By using tree construction data aggregation seh®@H sends their aggregated
data to the upper level parent node upto data esaiththe base station. Finally aggregation antsinéssion of data will

be done and reaches to the base station. Eachseods their distance and energy information tobtee station. Based

on this informationP CH is selected by the sink node.

» Average energy is calculated by the sink node Usithgwing equation.

__ (Es1+Es2+---Esn)

Avgeng -~ (1)

N

“Let Esl is the energy of sensor node S1. Suppte®ye of sensor node Slaverage energy and if it is near to

the base station then S1 is selected as the PCH.

» The two set of nodes distance is calculated bitlilenode using below equation.

d =./(al —a2)? + (b1 — b2)? )

where d is the distance of nodes and (al,bl) addb@) are the coordinates of the S1 and S2. Batiors
broadcasts an message called as Adv message Yosevesor nodes in the network. Broadcast messageiesP CH |D.
If the node IDmatches wittPCH ID then node becomes BCH for that round. Onc®CH is selected, theRCH node
broadcasts CH Advmessage including it. NonCH (Non-cluster head nodes) sends JoinReqageds select PCH
node within that cluster. After the cluster fornoatiall the NonCH nodes send their energy infornmataP CH. Based on

the highest energy of the non sensor nodes, nodeendmnergy is greater will act 8€H (secondary CH) and it is selected
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by the PCH within the clusterSCH will act as aPCH during PCH failure. After PCH, CF, SCH selection a tree is
constructed by sink node considering distance métion. Finally, data aggregation and transmissibrdata starts.
NonCH send the data to the respective cluster haiardisg their time slotd? CH aggregates the data and forward towards

upper parent node which is rooted at the basestdtigure 2 shows the architecture of the netwoddel.
Energy Model

The usage of energy in 10T decides the lifetimehef network. A simple radio energy model dividetbitwo stages for

receiving and transmitting purpose.

In Figure 3,Es.n{d) is the spent energy in transmitting message bits over a transmission distance d. Z is the
message length anB .. is electronic energy. The energy consumed by tti® taansmitter is defined in the following

equation:
Efs(z,d) = {Z.Eelec + Z.Efs d? ...ifd < d0 Z.Eelec + Z.Eamp d* ...ifd > d0 3)

In equation 3, Efs and Eamp shows the amplifierggna the model of free space channel (energy di@§sd is
the transmitter and receiver transmission distance

If distance d < threshold dO, then free space madlebe used, else two ray ground model will bansidered.

Threshold value dO is defined as follows:

4, —Es
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Figure 3: Energy Model.
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Proposed Protocol Methodology

The inspiration for proposing the DCHSA schemeeasved from the extensive analysis of QADA and TREE protocol
challenges. The proposed DCHSA technique compdéesotocol phases and the fault tolerance. Algonitl, provides
the description of proposed scheme. Initial rowrmiresponds to the cluster setup and cluster stelaalse. At setup phase,
the average energy and distance is calculated usingediate neighbor information. Based on tiH&€H is selected as
shown in Algorithm 2. Cluster formation and t8€H selection is shown in Algorithm 3. Tree has beenstwcted by
using Algorithm 4. In the initial round, if averag®eergy if average energy is greater than are g¢quhke PCH then data

collection and data transmission will be carried. @lse there will be failure of PCH node that englsin bootstrapping

and network setup.

Table 1: Basic Notations Used

Srinidhi N Nh&yas J & Dilip Kumar S M |

Terms Description

S Sensor nodes

Expected Number of

K
clusters
Average Energy of the
Avg Eng nodesg »

Distance of the Nodes

d
N Number of node
E Energy of the nodes

X; Y; [Coordinates for node i

PCH |Primary cluster head

SCH |[Secondary cluster head

Total rounds the system
runs

T round

Carrier sense Multiple

CSMA Access

Algorithm 1: Pseudocode of DCHSA scheme

1
2
3:
4

=l Gh LA

21:

b b b b E

Ly

b b

»

:procedure

PCH Eng: Primarv cluster head energw
Ave Eng: Average energv of the nodes
d: Distance of the nodes
E: Energv of the nodes
Setup()
PCH selection (E. N. PCH ADV_PCH ID)
Cluster formation (PCH ADV msg. Join Req msg)
SCH selection(E. SCH ADV.SCH ID)
Tree formation (PCH 1D parent, power lewvel)
Initial round
while (Avg Eng = PCH Eng) do
data collection()
data aggregation()
data transmission()

end while

Failure of PCH node

PCH Reguest Sink node for a CH change

SCH acts as a PCH for that round

Performs collection, aggregation and transmission of
data

Sink broadcast switch to Time driven CH rotation
Go to step 7

send procedure
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PROTOCOL PHASES
The proposed DCHSA technique consists of two phdgeSluster setup phase 2) Cluster steady phase.
e Cluster Setup Phase

Cluster set-up phase corresponds to the clustérdedection, cluster formation and tree formatisistaown in the Figure 4.

* Start round r=0

* All sensor node$ send their energy and distance information to tsebstation— -
 Based on that informatidACH is selected by the sink node. -

 PCH send ADV message to all sensor nodes.

« Initially, the NonCH nodes are supposed to keejr theeiver on to receive broadcast messages.

* NonCH nodes sends JOIN-Req message to choogeCHaode within the cluster.

* Cluster formation is done based on step 6.

* SCHis selected by th® CH.

* Tree construction is done by sink node based oarteegy and distance of cluster head nodes.

Round

Steady State Phase

etup
hase

-

CH rotation
F'S

I

|

|

|
1
[N
l .
| Major slot
|

|

LN ]

'Y
Time”

CH
Selection

Tree
formation

Cluster
formation

Data transmission and
aggregation

Figure 4: Phase Diagram.

Cluster Head Selection:In set-up phase, cluster head selection procdbg imain phase in the heterogeneous net- work.
The CH is divided intd®CH and SCH Initially, every node will send their distancefdrmation and current energy
information to the base station. Based on thatinédion, sink selects the PCH. Average energy lisutated using eq 1
and distance is calculated using eq 2 as showhenAtgorithm 1. After that sink node broadcast aiivAnessage by
utilizing CSMA and MAC protocol to distribute th® CH information. The sensor nodes receive the Adv nigessand
match their ID with the received ID. If both ID rohes then that sensor node will acts as a PCH favdéat round as

shown in below Figure 5.
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PCH Node
broadcasting

/.
/ 0
f

SINK / . . @@/ Sensor nodes
... . .

| oveg ©

Figure 5: Cluster Head Selection.

Cluster Formation

After thePCH selection, eacRCH node sends a PCH Adv (Advertisement message) taluster nodes. Adv message
contains PCH ID. Nodes receive this message whickains a PCH ID and matches their id with PCHifpoth the id’s
matches, then that Non CH will belong to that prynaluster head node for that round. Now, NonCH w@nd a join
request message (JOIN Req) to the seleegdl using CSMA and RSS. The requesting message comtathes id, PCH
ID, usingCSMA as a MAC protocol. NonCH node chooses the ne&€#1 to minimize the energy consumption. Now,
eachPCH an- nounces NonCH to facilitate the data usiiMA schedule as shown in Algorithm 2. Each NonCH node
will wakes up during TDMA time slot to transmit idata toPCH and enters sleep mode after data transfer. Whatectu
areformed each nodes are grouped to corresponltlistgrs head. The nodes in the particular clugiésend their energy
details toPCH. ThePCH will select theSCH based on the highest energy among the nodes addlsmdv message
(Node_ID) to the non sensor nodes. The nodes whHdsmeatches with the PCH ID becomesS&H for the particular

cluster for that round as shown in Figure 6.
Tree Construction

Based on the energy and the location informatioR©@H nodes, the tree construction is carried out. Tse®nstructed by
sink node. Tree-based data aggre- gation is dame fhe parent node to child node which will be aimum spanning
tree. Each node has a parent node whidhG$1 node, which aggregates the data and forwards ttaetddhe sink node.
The PCH will send the data to their respective parent nodles parent node whose parent is the root nodeserild the

aggregated data to the base station or (sink naglshown in the Figure 7.

Clusters

Figure 6: Cluster Formation

NAAS Rating: 2.73— Atrticles can be sentéditor@impactjournals.us




| Dynamic Cluster Head Selection Algorithm for Maximizg |oT Network Lifetime

Algorithm 2: Primary cluster head selection

1:procedure

Input: Energy and distance information
Qutput: Selection of PCH

Evervnode will send E, a, b to the Sink node
Base station calculates Avg Eng and distance
among everv node

o B = N I TR N N )

| Avgeng =
o. | d= (al —a2P+(d1 - b2)
10: if Sensor nodes energylevel > AVGEng and Nearest
to sink node
11: then
12: Sensor node suitable for Primarv cluster head
13- else
14: | Not eligible for cluster head selection process
15: end if
16: if (Node ID==PCH ID) then
17: | | N=PCH
18- else
19: | | N=Non-CH
20: end if

21: end procedure

Algorithm 3: Cluster Formation and SCH Section

1:Input: Energy and distance information

2- Output: Selection of SCH

3:PCH node broadcasts an PCH Advmessage to non-CH
nodes

4:Message Broadcast PCH Adv(PCH ID)
5:NonCH nodes send message JOIN Req to chosen PCH

nodes

6:JOIN Req contains (NodeIlD_  PCH ID)

7: TDMA schedule created by PCH within the cluster

g: 5CH Selection (E, N)

9:Nodes send (Energv, ID) to the PCH of respective clusters
10: PCH selects the highest energy among the them
11-PCH sends a Adv Msg to all non-CH node
12:if PCH ID =NodelD
13: then
14: Nodebecomes an SCH for that round
15: else

16- N =Non-CH node

17 Fepeat for all rounds

18: endif
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Cluster Steady Phase
Cluster steady phase corresponds to the data tisgiemand aggregation.
* In this phase, all the NonCH nodes send their wetseir respective primary cluster head.
* PCH nodes schedule the communication of NonCH nadiésitself based on TDMA.
* If the energy consumption of NonCH nodes are lems that of transmitter then, it will enter sleepde.
* All the Primary CH aggregates the data which aceiked from the NonCH nodes.
* CHs finally transmit the data to their CH basedtuntree formation.
« Finally, root node will send aggregated data tolase station.

Data Aggregation and Transmission:After tree construction, each NonCH nodes sendsi#ite to its designate@lCH
node.PCH aggregates the received data and send them tgpher level parent node until it reaches to the siode.

Figure 8 shows how sensor nodes send the datakamede

Tree formation

Figure 7: Tree Construction

Aggregated data

Figure 8: Aggregation and Transmission of Data
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Algorithm 4: Tree construction

1: T msg: Message used while constructing the tree

2: P node: For each CH node there will be an parent node
3: C node: Child nodej, for each CH node there will be an

child node
4:1f (Initiator node=TEUE)
5: then
6: P node: «(Id;)
7: br 1= T msg, Id;, P node; =
2:end if

L =

:Any CHjreceives T msg from any CH;

11: | C—ode(j) * C—node(j) " Id:

12: e1se
13: if (Parent selected=F ALSE)

14: then

15: Br 1= T msg Id;. Parent node =
16: else

17: | Packet drop

18: end if

19: end if

Fault Tolerance Scenario

Primary CH failure results in data loss and it barrecovered by fault tolerance. Failure of prim@ky might occur with
the error in gateway and reduction in residual gnePrimary CH failure ends up in breakage of comication with
individual cluster and reconfiguration can presesdlf by reclustering of sensor network, which g in bootstrapping
and network setup. So secondary cluster head witdmsidered in order to address this issue. Iryevand there will be
an SCH nodes in every respective clusters. Supd®€d is failed during transmission, it ends up in wastém sensor
data and reduces the network time period. In ot@@vercome this SCH will act as &CH for that round as shown in
the Figure 9.

Ageregated data

Sensor Data

Figure 9: Fault Tolerance
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SIMULATION SETTING

The proposed work has been implemented in NS-2.sithalation has been carried out in an terrain siz&00*100m,
here 120 number of nodes has been considered V@8\VDas routing protocol and various parameters idensd for

simulation has been shown in the Table 2.\
RESULTS AND DISCUSSION

Proposed DCHSA consists of cluster based and aisedodata aggregations and compared with QADAd@8]TREEPSI

[19] for following parameters.
» Energy dissipation over Time.
* Network overhead over Time.
* Number of packets reached at Sink node.
e Varying Network lifetime vs total number of nodes

Energy Dissipation Over Time:Here, DCHSA, QADA and TREEPSI protocols were exadiand compared in terms of
the energy consumption during data transmissiorshasvn in Figure 10 and Figure 11. In DCHSA scheihdhe
communication between clusters head and the sidle niecreases so that energy dissipation decrdas@ADA and
TREEPSI protocols energy dissipation increases initteasing time. QADA dissipates more energy @uedmogeneous

network. TREEPSI consumes more energy than QAD#Aebycing the distance between CH and the baserstati

Algorithm 5: Aggregation and Transmission of Data

procedure
Collection phaze

1:
2:
3 Reguires: PCHnods collacts dats fromnon-sens or

nods
4 | MNonCH noda sand data {MNoda ITY DATA datasizs) in
TDMA frame
i if (1o data to ssnd)
T then
8- Goes to slesp mods
o
1 end if
11: if (IMode ITY = currsnt PCH)
12 then
13 PCH go to slesp mods
14
15 end if
Agegregationphaze
14: | Reguires: Agereeation of dats sndreachsas to dasti-
nation
17 | Diats aperapation by PCH and forwardsdto upperlaval
parant noda

15 Data Send (Nods ID DATA, data size. Parent ITY)

20 if (PCH fails whils receiving the data)

26 then

22 PCH request 3ink nods for CH change and 3CH
becomesan CH for that round

end if
if (PCH ID = Parent IDY) then

Parant Cluster head soesto slesp meods

end if

S iR o e

R NN

PCH sands data to the upper lavel parentnods until
data reaches to thesinkneds

[
Wk

- end proceduare
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Table 2: Simulation Parameters

Nodes used 120
AreaProtocol in routing 100*100m
MAC Type DSDV
Transmission Range(m) 802.11
Time duration 250
Delay While Data Processing 20s
Size of the packet 25
Antenna Type 500 Bytes
Model for Mobility Omni Antenna
Nodes initial energy Random Wave pojnt
100 joules
Total energy dissipation vs Time
200 T T T T
180 | Dgiﬁ;i —
160 | TREEPSI -
5l = o ]
:% 120 |- s =7 e
> 100 | S -
B oeof S e
40 -
20 }/ 1
i . . : : .

0 200 400 600 800 1000 1200

Time(in milliseconds)

Figure 10: Total Energy Dissipation Vs Time
Network Overhead Over Time

Figure 12 and Figure 13 shows the DCHSA, QADA arREEPSI protocols were examined and compared with on
another in terms of the total overhead while segdiata to the sink node over time. The overheagrbposed DCHSA
scheme is less than that of QADA and TREEPSI, agdtegates the redundant data by CH and paremt toockduce the

packet transmission.
Number of Packets Reached At Sink Node

The DCHSA, QADA and TREEPSI protocols were examiaed compared with the total packets received atsthk
node as shown in Figuré4. The number of packets reached in the DCHSAss than that of QADA and
TREEPSI models as it reduces operation of CH aretggnis minimized. In the proposed protocol, data

aggregation which removes the redundant data ams$eto base station.
Varying Network Lifetime Vs Total Number of Node

The proposed DCHSA scheme compared and examinbdQ®DA and TREEPSI protocols as shown in the befigure
15 and Figure 16. The proposed protocol which figantly improves the network lifetime as it intaggs both the tree
based and cluster based data aggregation schenmasénof failure of primary cluster head duringadaggregation
secondary CH will acts as an cluster head in tbahd. The QADA has less network lifetime when coragawith
DCHSA and more than TREEPSI protocol due to lackaaft tolerance during failure of cluster head &REEPSI has
less network lifetime when compared with DCHSA &WDA.
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Total energy dissipation

140

Total energy dissipation vs Number of nodes
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DCHSA scheme is proposed in this work in contextrtprove 10T network lifetime by classifying clustto PCH and

SCH. The cluster-based scheme maximizes the netifletine by selecting the highest energy nodes ggimary CH

node and also by selecting secondary cluster hretweifailure of primary CH. Reduction in power samption results

due to tree based scheme, which reduces distarteedre CH and Base station. Results obtained thr@imghlations

concludes that DCHSA provides improved performartbas the QADA & TREEPSI protocol on network lifet, power

consumption and packet delivery. Future work imteiof enhancing proposed work is by providing siégguand fault

tolerance in routing.
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